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Abstract
Many people who are blind take and post photos to share about
their lives and connect with others. Yet, current technology
does not provide blind people with accessible ways to handle
when private information is unintentionally captured in their
images. To explore the technology design in supporting them
with this task, we developed a design probe for blind people —
ImageAlly — that employs a human-AI hybrid approach to de-
tect and redact private image content. ImageAlly notifies users
when potential private information is detected in their images,
using computer vision, and enables them to transfer those im-
ages to trusted sighted allies to edit the private content. In an ex-
ploratory study with pairs of blind participants and their sighted
allies, we found that blind people felt empowered by ImageAlly
to prevent privacy leakage in sharing images on social media.
They also found other benefits from using ImageAlly, such as
potentially improving their relationship with allies and giving
allies the awareness of the accessibility challenges they face.

1 Introduction

A challenge for blind people1 is how to remove private infor-
mation they unintentionally capture in images they take before
sharing the content with others (e.g., personal information on
stray screens or pieces of paper, human faces that were not
supposed to appear). For example, prior work reported that
over 10% of over 40,000 images taken by blind people con-
tained private information [19]. Yet, sharing images is a key

1We use the identity-first language when describing people with visual
impairments, guided by the National Federation of the Blind.
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way for people to connect with each other, including on social
networking services (SNSs) [36]. This challenge on how to
preserve private visual information is relevant for the more
than 49 million blind people around the world [1,11,29,50,51]

Given the increasing ubiquity and accessibility of mobile de-
vices with built-in cameras, there is a growing potential benefit
of developing technology that supports blind users in redacting
private information in images. Yet, this capability is not yet
available. For instance, a potential workaround is to leverage
existing image editing tools to redact private information in
images, yet such tools are inaccessible to blind people. That is
because such tools require precise hand-eye coordination (e.g.,
moving the mouse or finger to brush over specific areas). Our
goal is to bridge this gap by empowering blind people with
an accessible tool that facilitates the detection and redaction
of private content in images they intend to share with others.

We introduce a new human-AI hybrid approach to enable
blind people to avoid unintended privacy-violating disclosures
in images they intend to share publicly. We first employ
computer vision to provide first-pass prescriptive insights
(object recognition and image captioning with associated
confidence scores) about image content. Blind users can then
decide for themselves whether they consider these identified
objects as unnecessarily private or sensitive and whether they
want to ask their trusted sighted allies (family members or
friends) for targeted editing assistance. If they choose to do
so, they can specify how they want the image to be edited (e.g.,
blurring specific human faces or cropping out certain parts
of the image). Our approach was inspired, in part, by what
Nissenbaum et al. call handoff [40] and what Zhang et al. call
an assistive transfer system [54]: a system that allows blind
people to solicit just-in-time, targeted assistance from a trusted
sighted ally to solve an outstanding accessibility challenge.
This human-AI hybrid approach also aligns with the emergent
perspective of embracing interdependence in assistive
technology design [8]. We designed a proof-of-concept system
to operationalize and assess this hybrid approach: ImageAlly.
We aim to use this system as a probe to understand how such
tools can be used by blind users and their sighted allies [26].



We conducted a user study to deploy this probe with 20
participants (10 pairs of one blind individual and one sighted
ally), following a pilot study (see appendix A.2) with seven
participants (four blind people and three sighted allies). The
goal of our study was to answer three research questions:

1. How well does our human-AI hybrid approach address
blind people’s need to identify and redact private
information in images they consider sharing online?

2. Given that both the AI-generated insights and the edits
generated by human allies provide different levels of
information and carry some uncertainty (e.g., AI results
can be inaccurate and allies’ edits can be subjective), how
might blind people use human versus AI assistance? As
part of this, we are interested in how they might deal with
the uncertainty when deciding whether to solicit targeted
editing assistance from trusted allies and share edited
images online.

3. How might use of ImageAlly affect the perceived
relationship between blind people and their trusted allies,
given that prior research on friendsourcing in general [56]
and assistive transfer systems in particular [54] suggests
that friendsourcing approaches can impact social
relationships between friends?

We found that the ImageAlly approach showed promise
in supporting blind people in sharing images in a way that
aligns with their personal privacy preferences by facilitating
the detection and redaction of private content in those images.
We also found that our blind participants varied in what they
wanted out of ImageAlly. For example, our participants wanted
different things out of the AI-powered image screener: some
preferred minimal descriptions of image content so they could
efficiently check for privacy leaks in images they took them-
selves, while others wanted to use the screener to confirm that
their allies appropriately redacted private information in their
images. For images processed by allies, we also observed some
inconsistencies between sighted allies’ editing and blind users’
preferences in six out of a total of 20 cases, which were per-
ceived differently by different blind participants and could
potentially be avoided by using ImageAlly for a second-time
AI screening. Lastly, some participants also believed that their
interactions with the blind individuals or sighted allies through
ImageAlly have potentially positive impact on their relation-
ships. For example, some sighted ally participants felt that
ImageAlly has a positive value in improving their awareness
of the challenges that their blind family members or friends
faced. They also found ImageAlly useful and felt it could pre-
vent their blind family members or friends from accidentally
sharing private information with others.

To summarize, our work makes three main contributions:
(1) we introduced and explored the design space of assistive
transfer systems for processing images with private informa-
tion, (2) we designed and implemented a proof-of-concept

assistive transfer system, ImageAlly, to serve as a design probe
to explore our human-AI hybrid approach in facilitating the
detection and redaction of private photo information for blind
people, and (3) we conducted a design probe study with both
blind people and their sighted allies to answer our research
questions and synthesize design insights for assistive transfer
systems and other tools designed to improve blind people’s
exploration and editing of images.

2 Related Work
2.1 Image Sense-making for Blind People
One approach that blind people currently take when they want
to make sense of images is to rely on apps and services that use
state-of-the-art computer vision techniques to detect objects
and caption images. Such tools include Microsoft’s Seeing
AI [2], Google’s Lookout App [16] and other automated image
description services [52]. While these services describe image
content, their outputs do not offer prescriptive guidance to
assist blind people in identifying and obfuscating private infor-
mation that may be unintentionally captured in those images.

Besides commercially available tools, the development of
deep learning models [17, 31, 42] has spurred the increasing
use of automated image description models that can assist in
image sense-making [5, 25, 53]. Such technologies simplify a
wide range of everyday tasks including identifying objects and
recognizing familiar faces or facial expressions [4]. Zhao et al.
studied how state-of-the-art computer-generated descriptions
in Facebook’s photo-sharing feature can help blind people im-
prove the photo-sharing experience [55]. Blind people were
also found to place a lot of trust in automatically generated
captions for visual content on social media (e.g., Twitter) al-
though the caption may diverge from the visual content [37].
Simons et al. studied crowd workers’ motivations and chal-
lenges for generating image descriptions to develop automated
solutions [44]. Finally, Gurari et al. explored the limitations of
modern algorithms in captioning images taken by blind peo-
ple [20]. While ImageAlly is guided by these prior studies, our
design probe is novel in understanding blind users’ practices of
handling private visual content in a human-AI hybrid fashion.

Another approach blind people currently employ to make
sense of images is to rely on human intelligence through
crowdsourcing or friendsourcing. Blind people sometimes
solicit sighted assistance from remote humans to support vi-
sual interpretation and visual question answering tasks. This
includes relying on remote professional assistance services,
such as Aira [3], asking physically proximate allies for direct
assistance [51], and soliciting assistance using commercial
and research-based crowdsourcing services, including Be My
Eyes [41] and VizWiz [10]. Generally, these services provide
blind people with remote assistance from sighted allies who,
for example, answer questions about their surroundings or pro-
vide vocal-guidance on using inaccessible interfaces. However,
a limitation of these human-based services is that they do not di-
rectly support screening images (or videos) for private content.



2.2 Photo Practices of Blind People
Blind individuals (including teens [9]) take and share pho-
tographs for the same reasons that sighted people do [6,22,29].
However, when they share photos, identifying possible private
and sensitive information inside can be a challenge [45], not
to mention processing that information. Researchers have
developed many alternatives to assist blind photography.
For example, Google Lookout App [16] and iOS AI-based
VoiceOver recognition [49] provide text and audio feedback
of what is in the camera field of view.

Vázquez et al. proposed to help blind users aim a camera so
that they can know for sure what content is inside the frame [47].
Iwamura et al. [28] tried to solve the same problem by intro-
ducing a system that uses an omnidirectional camera. Comple-
menting the plethora of prior work around blind photography,
we introduce and evaluate the first prototype directly designed
to empower blind photographers to avoid inadvertently sharing
private/sensitive content captured in their images. Our work
builds off of prior work that investigated obfuscation tech-
niques to mitigate privacy leakage in images, such as via blur-
ring,pixelating, inpainting, and avatars [27,35]. Our ImageAlly
system provides sighted allies with obfuscation options and, to
our knowledge, our work is the first to explore blind people’s
experiences of applying obfuscation for privacy-preservation.

3 Design Considerations

We began designing ImageAlly by identifying the challenges
blind people experience with sharing images, especially
when those images might contain private information. More
generally, we identified three design goals for a hybrid
human-AI system for blind users to identify and occlude
private information in images based on recommendations
from prior literature [45, 55]. A co-author of this paper who
is blind also informed the design goals we strove towards.

3.1 Identifying Potentially Private and Sensi-
tive Information in Images

Our first goal is to fine-tune state-of-the-art computer vision
models to identify potentially private information in an image
to facilitate targeted editing or further description by a sighted
ally. This goal emerged based on our understanding that
despite impressive advances in facial recognition, object
detection, optical character recognition (OCR), and image
captioning, the identification of what content may be private
is highly contextual and personal [4, 45]. Thus, full delegation
of this responsibility to AI may be untenable. Such a system
would require going beyond simply identifying and captioning
the image contents, to recognizing the content in relation to
blind people’s specific visual privacy concerns in a particular
sharing context. In turn, our objective was to fine-tune existing
AI models to better identify image content that blind people

might consider to be private, e.g. faces and text [45, 55], and
then transfer that image content to sighted human allies who
can further interpret and redact the private content. We consider
such information screening as a first-pass prescriptive insight.

3.2 Redacting Private Information in Images
Our second goal is to source human assistance to redact private
information and provide description of their operations for
blind people to digest what has been changed in images. For
example, blind people may want to crop a certain application
window out of a screenshot of their laptop screen, blur out
personally identifiable information in a document scan, or blur
out children’s faces in personal photos. These tasks require
an accurate understanding of private visual information and
precise hand-eye coordination to act on it, such as moving the
mouse/finger to the edge of or over the area that needs to be
blurred. Therefore, rather than trying to build an automatic
image editing tool using AI models, our objective was to
source direct human assistance to help edit the photos. One
opportunity to address this goal is to enable a remote ally to
directly edit the photos. We consider such a photo transferring
and editing as a second-pass human-powered editing.

3.3 Communicating and Verifying Screening
Preferences

Our third goal is more of an additional consideration to com-
plement the human-AI hybrid approach. While such a hybrid
system of (1) first-pass AI-generated prescriptive insights and
(2) second-pass human editing can address our first two design
goals, privacy needs vary across individuals and sharing sce-
narios. For example, the designated ally might recognize some
personally identifiable information as private, and not recog-
nize other information as private, and return a photo that does
not meet the blind user’s expectation (e.g., blurring faces that
were not meant to be blurred, or forgetting to crop parts of the
image that were meant to be redacted). Given that blind people
may not be able to confirm if the edited photo was edited in line
with their expectations,a third goal was to provide an accessible
way for blind people and their allies to communicate expec-
tations, preferences, and actions. Blind people should have a
way to directly state how they expect the photo to be edited.

4 ImageAlly System

Guided by our design goals, we implemented ImageAlly as
a design probe [26] on iOS using React Native. In addition
to the mobile app, ImageAlly also includes the interface for
allies and the backend server. The interface for allies presents
the photo sent for redacting, the blind requester’s instructions
for how they would like the image edited, and an interactive
image-editing tool. Next, we describe ImageAlly’s interfaces
for the blind users and their allies.



4.1 Non-Visual Interface

We designed and developed ImageAlly’s non-visual interface
(see figure 3) to provide blind users with image descriptions
(descriptive screening results) through text (and sound when
accessed through a screen reader). To do so, ImageAlly first
employed existing libraries and APIs [43] to detect potentially
privacy-intrusive information — i.e., faces, pre-selected object
categories (e.g., documents, ID cards), and texts that appear in
photos based on insights from prior work [19,45] and our blind
coauthor’s personal experience. This variety of information
was collected to assist blind users in their decision-making
process while having them ultimately determine if the
identified content is private or sensitive, and if so, whether
to edit it or leave it as is. Accordingly, in the case that the
descriptive screening results indicate that there is potential
private information in the image, the interface provides users
with a choice to send the photo to their designated ally. As
part of this process, the user can specify preferences—by
choosing from a list of common options or by typing in their
own preferred message for the ally—to indicate how the image
is further evaluated for private information.Lastly, users will
be asked to select a contact and click a button to send the
photo-processing request. Figure 2 summarizes the interaction
workflow of ImageAlly. We provide a detailed description of
ImageAlly’s descriptive screening process in the appendix.

4.2 Visual Interface for The Allies

Once a blind user obtains AI-generated descriptions of
potentially private content in images, they may next choose
to solicit assistance from allies to redact this information.
These sighted allies are solicited through an SMS or email
message in which they are provided with a link. The link, in
turn, directs the ally to a web interface that presents the photo
to be edited, the blind users’ corresponding instructions for
what information to redact, and a suite of controls to help with
redacting private information in images. For example, if the
blind user asks the ally to blur out all the text in the photo,
the ally can use the built-in tools to blur out the image partly
and return the image back to the blind person. Allies also
have a text-input box through which they can inform the blind
requester of what they did to the photo.

We provided as obfuscation techniques pixelating and blur-
ring using finger-drawing (like an eraser). Note that we use the
term “blur” in ImageAlly and throughout the paper as a general
term for obfuscation, unless noted otherwise, since we used
this term with our study participants to make it easier to under-
stand than with a more technical term such as obfuscation. Of
note, prior work has shown that obfuscation techniques such
as blurring and pixelating can be ineffective [33–35, 48] or
attacked (reversed) via deep learning [39], however, they are
still favored by users and viewers [13, 23, 35, 48]. Considering
the privacy-utility trade-off and the required effort for obfus-

cation, we chose blurring and pixelating in our current design
as simple interactions for sighted allies to perform. With that
said, ImageAlly could incorporate and work with other current
and future improved obfuscation techniques.

5 Study Method

We used ImageAlly as a probe that serves the design goal of
inspiring users and researchers to think about new technolo-
gies and the social science goal of understanding the needs and
desires of users in a real-world setting [26]. Specifically, we
sought to gain insights into blind users’ perceptions of, prefer-
ences towards, and usage of a hybrid human-AI assistive trans-
fer system for identifying and redacting private information in
photos they intend to share online. To that end, we conducted
an exploratory study of ImageAlly with 20 participants (10
blind people and 10 allies) using an IRB-approved protocol.
We asked blind people and one of their sighted allies (a friend
or family member, recruited with the blind participant) to use
ImageAlly to screen and edit photos from different sources.

After the study, we conducted a comparative analysis on
the pictures initially selected by the blind participants and the
redacted pictures edited by the allies. This comparative analy-
sis highlighted differences in how participants used ImageAlly,
as well as afforded us insight into whether ally-edits aligned
with blind participants’ preferences. Furthermore, for those
ally-edited pictures that did not fully match blind participants’
preferences, we followed up with the blind participants and
asked them how they felt about and wanted to act on that
inconsistency. Together we evaluated how ImageAlly worked
in detecting and redacting private image contents and covered
cases where ImageAlly did not work perfectly and how blind
users would like to handle it.

5.1 Participants
We recruited participants in pairs: one blind user and one
sighted ally who the blind user considered a trusted friend
or family member. In total, we recruited 10 pairs for 20 total
participants: 10 blind participants (referred to as requesters and
numbered from R1 to R10), and 10 sighted allies accordingly
(referred to as A1 to A10). Also two requesters reported to
have hearing impairments. The relationship of the participant
pairs varied from friends to family members including mother
and daughter, brother and sister, husband and wife. Note that
we only recruited requesters that use iPhones.

5.2 Apparatus
We used the ImageAlly design probe to conduct the exploratory
lab study. We provided a downloadable link via TestFlight [46]
before the study to let the blind users install ImageAlly on
their iPhone. For sighted allies, we also designed a simple
web interface that contains basic image editing tools including



functions, such as blurring, cropping, and drawing overlay
markups (Figure 3, right). We developed the system so sighted
allies would not themselves need to install ImageAlly, but
would instead receive SMS text or email messages with an
embedded link assigned to this photo-editing session.

To simulate different scenarios, we used two image sources
in the study. First, we asked each blind user to prepare an image
that contains information they consider private. To protect their
privacy, we asked them to use outdated information: (1) their
room surroundings, (2) selfie or family photos, (3) a screenshot
of phone chat history, (4) a received letter, (5) an expired
credit card, (6) an expired ID card, (7) a medicine bottle with
descriptions, (8) visited webpages. These are the main privacy
categories identified in the VizWiz-Priv dataset [19]. We
ensured using their photos only for this project.

Second, we asked the blind users to share/re-post an image
prepared by our research team on social media. This is to
simulate the situation where they share others’ visual content.
The image was a mobile phone screenshot of a work group’s
chat history with co-workers’ names and avatar profiles.

By using two different sources, we were better able to
evaluate ImageAlly by accounting for a broader variety of
real world scenarios in which a blind person may consider
soliciting assistance, e.g., capture photos, and/or share and
repost photos from a second party.

5.3 Procedure

First, we conducted a single session remote study over Zoom.
The remote aspect of the study enabled our research team to
simulate the likely use-case for ImageAlly, where the requester
and the ally are not co-located when the requester might need to
use ImageAlly. Upon receiving participants’ written consent,
we video-recorded all sessions and took detailed notes.

All study sessions lasted about an hour, including a
post-study interview to gain insights of requesters’ and allies’
feedback separately in Zoom breakout rooms. Prior to the
study, the participants were told to prepare one photo from the
categories mentioned above in 5.1.2, and install the ImageAlly
App, which took around 5-10 minutes.

After the study preparation and introduction, the researchers
divided the participants into two Zoom breakout rooms to
simulate remote collaboration (i.e., they did not need to be
physically co-located to use the system). The two researchers
who helped conduct the study went into each of the two
breakout rooms to guide them through the study, answer
their questions, and conduct the exit interviews. After the
researchers and the participants settled in different rooms, the
researcher in the requester room (referred to as Researcher 1)
introduced the tasks and asked the participants questions from
a pre-study questionnaire (shown in Appendix A.6) about their
experience with photo sharing. The researcher in the ally’s
room (referred to as Researcher 2) also introduced the tasks
and asked the allies questions about their previous experience

of receiving requests and providing visual assistance by
describing the content of the photos, their concerns about
seeing private information from others, and their preference
about being contacted by requesters.

After asking both participants about their previous expe-
riences with requesting and/or providing visual assistance,
the researchers explained the possible scenarios in which Im-
ageAlly could be used. We asked the requesters to imagine that
they were sharing photos across two scenarios that were meant
to approximate distinct real-world situations in which blind
people may want to share a photo but may harbor concerns
about photo content: sharing original photos taken by them-
selves,and (re-)sharing photos taken by others. Doing so allows
us to compare/contrast preferences across different contexts of
use — for example, would participants have different privacy
concerns when sharing others’ vs. their own photos? Would
participants want the system configured, and if so, how? To
strengthen ecological validity from the ally’s perspective, they
were instructed that the requests from their friends may come
at any time, and that they could do other tasks rather than pas-
sively waiting for ImageAlly requests. When their assistance
was requested, they would be notified via SMS text message.

After explaining the scenarios, the lab study began.
Researcher 1 asked the requester to navigate to the ImageAlly
App, go over the instructions in the App, and follow all the
prompts from step one to step four (figure 3 left). For the first
session, Researcher 1 asked the requesters to use their own
photos and answered any question they may have during use
of ImageAlly. Within the app, users have the option to send
images to allies for editing depending on whether they believe
there was private information in images. However, in our
study, because the blind participants were instructed to prepare
photos with private information prior to the study, most of
them (9 out of 10) chose to continue sending the request
since there was private information in the images. Only one
participant (R1) prepared a selfie which didn’t have private
information they wanted to blur. However, R1 also chose to
continue exploring the full features of ImageAlly. Before they
sent the request, the blind participants were prompted to select
a contact from their contact book integrated inside ImageAlly.
Then they clicked a button to send the request.

After the allies received the message, they were asked to
open a link with the web interface of the image editing tool in-
side. They were also prompted to follow the requesters’ stated
preferences and crop or blur out certain parts of the photos and
provide text description of what they did to the photo. After they
were finished, they clicked a button to send back the photo and
the description, which can be saved and read by the requesters.

The session was repeated for the second scenario where
requesters were asked to forward a photo created by our
research team. The photo was sent to the requesters either
using an email attachment or a Dropbox download link.
Their allies also followed the same process of receiving,
reviewing, and editing images. After completing all the tasks,



the researchers conducted an exit interview asking about
participants’ detailed experiences with the ImageAlly system.
The questions include general feedback, suggestions for
improvement, Likert-scale questions on system usability,
and how such requests might impact the social relationship
dynamics between requesters and allies (see Appendix A.7).

After the study sessions, we observed that for some images,
there were some inconsistencies between the blind partici-
pants’ preferences, sighted allies’ edited images, and/or their
descriptions of how they edited the images. We then analyzed
those images and further followed up with the blind partici-
pants whose preferences were not fully addressed in the edited
images. We asked those participants how they felt about and
how they would handle the inconsistency. We report on this
post-study analysis in Section 6.4.

5.4 Data Analysis

Upon receiving participant consent, we recorded the study
Zoom meeting and logged users’ behaviors in the ImageAlly
prototype (e.g., blind users’ requests and preferences, and how
allies edited images) as suggested by Hutchinson et al. [26]. We
transcribed the study videos and two members of the research
team analyzed the study sessions using thematic analysis [12].
We first individually read and familiarized ourselves with the
transcripts. Next, we performed an open coding of sessions
independently. We then discussed regularly and eventually
converged on the codes and the groupings of codes (i.e.,
themes) emerged. Since this work is exploratory and our analy-
sis involved the generation of new codes, following guidelines
from prior work [38], we did not calculate inter-coder
reliability. Example themes include blind participants’ prior
experience, general feelings about ImageAlly, and how they
reacted to the AI and ally generated results about photos. For
sighted allies, our analysis covered their impressions about Im-
ageAlly, their willingness and general availability to help blind
requesters with images. We also recorded task completion
time and their responses to System Usability Scores [15].

We conducted a comparative analysis on the 20 pictures
used in the study (10 original pictures selected directly
by blind participants, and 10 selected by researchers to
be “forwarded” by participants) and the processed version
of those pictures edited by allies during the study. Two
researchers examined each image manually by independently
recording the differences between the picture sent by the
blind participant and the picture edited by the ally. We mainly
analyzed: (1) What was the image about? (2) What were the
blind participant’s preferences, how does the edited image
look like, and what was the ally’s description of how he or she
edited the image? (3) What was the difference between the AI
screening results of the original image and the edited image?

Then two researchers met online and discussed consensus
of these recorded differences. These differences were fairly
straightforward to annotate (e.g., whether a person’s face

has been blurred or not). We mainly focused on gauging the
alignment between blind participants’ stated preferences for
edits and how sighted allies actually edited the pictures.

6 Results
To contextualize our study findings, We first present results
that answer our three research questions (from subsection 6.1
to 6.3 accordingly). Finally, we talk about a post-analysis of
inconsistent image editing from allies (subsection 6.4).

6.1 Overall Impression and Use of ImageAlly
To answer our first research question about how blind partic-
ipants and sighted allies felt about ImageAlly’s features, we
asked participants about their overall impression of ImageAlly.
All participants reported that they liked the ImageAlly system
but also identified specific pros and cons. To frame their
reactions to the system, we next report on our observations
of how participants used ImageAlly in the study.

6.1.1 ImageAlly Usage

All 10 blind participants successfully installed the App prior
to the study or with a researcher’s help during the study,
selected the photos they wanted to screen, and received the
AI screening results. The photos chose by participants for
the study included selfies, family photos, screenshots with
personally identifiable information, expired ID cards and
credit cards, and document scans. We present details of these
photos in table 2 (Appendix A.4).

Each task, from opening the app to receiving the edited photo
and saving or sharing it, took between 5 to 15 minutes. We note
that the allies were ready to help immediately, which might
not always be the case in practice. Task duration depended
on several factors such as how familiar both requesters and
their allies were with the ImageAlly interface (for the second
scenario/task) and whether they asked questions during the task.
However, ImageAlly provides an asynchronous way to process
photos and it is often not a time-sensitive or urgent task. Most
blind participants (9 out of 10) said they were willing to wait
for the request to be completed, since they understood that, for
instance, the human-editing process could take time. Unlike the
first photo task where blind participants used their own images,
in the second photo task we asked participants to imagine
that they were “forwarding” photos from others. All blind
participants were able to follow the same steps as the first task.

We also discovered that blind participants used ImageAlly
differently across the two scenarios. For their own photos, two
blind participants (R2 and R8) took the photos days before the
study and thus couldn’t locate the photos instantly. Then they
used ImageAlly’s AI screening function as a confirmation
tool to help find the right photo. R2 mentioned that ImageAlly
provides a quick and accessible way to confirm whether this
photo was the one they wanted to select because it’s “just a
couple clicks away.” They already knew roughly what was in



the photo and could quickly recognize the simple keywords
or key objects in the AI screening results. For example, R2
found the keyword “server” in the AI screening results and
immediately recognized that was the right photo she intended
to select. In contrast, when “forwarding” others’ images, most
blind participants used ImageAlly as an exploration tool (as
opposed to confirmation) in order to understand the contents
of the images because they had no idea.

6.1.2 Blind Participants’ Impressions of ImageAlly

All blind participants liked ImageAlly’s overall functionality
and workflow. They spoke positively about ImageAlly provid-
ing: (1) some level of independence and interdependence (e.g.,
R2 said “I love the idea, it basically gives me the freedom to
do stuff myself, and it’s a really great way for my family to
assist me”); (2) more information about photos (e.g., R4 said

“I think it’s really cool. I have a lot of experiences with image
description but all of them are limited. It’s giving me much
information”); and (3) accessible and user-friendly interface
(e.g., R3 commented “I enjoyed it because it’s simple to use.
It makes sense once I get it and it’s pretty user-friendly”).

Many participants (five blind participants and six ally par-
ticipants) also pointed out the limitations of ImageAlly. First,
while the system allows allies to provide a description of what
the photo is about and what they did with the photo, it was still
sometimes hard for blind requesters to know what was changed
and to trust that the edited photo was free of private information.
Two blind participants (out of 10) expressed concern about the
edited photos. For instance, R1 mentioned that “Maybe they
missed something or I missed something. Before I share, I want
to be confident of what to share.” R1 was worried that perhaps
her preference recorded wasn’t clear enough for the ally or
the ally misinterpreted the message and edited it unexpectedly.
However, the other blind participants (8 out of 10) expressed
their trust towards their friends and family members in whether
they could successfully edit the photo as requested. For in-
stance, R3 said that “If I choose this friend to send the image,
it means I trust them and along with the photo they edited”. R2
had a similar sentiment: “I don’t need another way (to confirm)
because I trust my friend and family” Note that ImageAlly does
not introduce a new trust challenge — even with face-to-face
assistance,blind people still face the same challenges with trust-
ing that their ally accurately edited their photo in accordance
with their preference. In fact, ImageAlly provides a partial solu-
tion to this trust challenge: requesters can run an edited image
through the ImageAlly to get some descriptive insight into how
an ally’s edits changed what was perceivable to the AI, and can
just as easily solicit a second opinion from another trusted ally.

Participants also suggested other areas for improvement.
For instance, four blind participants said that they wanted to
receive notifications when their allies received the request
for photo editing to remove the private content, when the
allies start working on the request, and when the allies finish

checking the photos. They also desired a way to check their
allies’ availability before they send the request and the option
of sending requests to multiple people at the same time when
they are unsure if someone is not available.

6.1.3 Allies’ Impressions of ImageAlly

All ally participants found the tool useful and easy to use in
general. Allies highlighted that ImageAlly could prevent their
blind friends or family members from accidentally sharing
sensitive information such as credit card information with
others. They also felt that the tool readily provides them
with ways to help their blind friends or family members. For
instance, A8 shared that using ImageAlly would make her

“feel more confident when my husband has to send pieces of
info to someone.” She further highlighted that ImageAlly
eliminates the need for her to be physically present to help her
husband, “He doesn’t necessarily need me right there, he can
be in office and me at home and still help him out.”

Some ally participants were even interested in using the blur
feature of the tool for their own photos because they were not
aware of any other tool that provides the similar blur feature.
Our ally participants also offered design suggestions for the
tool, such as the ability to zoom into the picture to precisely
blur required information. Some allies (A2, A3, A8, A9) also
found the instructions provided by the blind requester a bit
confusing and hard to interpret. For instance, according to A8,

“Blur my identifiable information is confusing whether it should
include only their information or everyone else’s too.” Future
designs of tools like ImageAlly could allow back-and-forth
communication between requesters and helpers.

6.1.4 Perceived Usability of ImageAlly

We also used the System Usability Scale [15] to measure
our participants’ perceived usability of ImageAlly. Most
participants (both requesters and allies) agreed or strongly
agreed that ImageAlly was easy to use, had well-integrated
and consistent features, and that they would like to use it
if ImageAlly is available (figure 1). The calculated SUS
scores [15] were 86.25 for blind participants and 84.25 for
sighted allies, indicating high usability of ImageAlly.

6.1.5 Privacy Concerns

ImageAlly was designed to process photos with private or
sensitive information when blind people wish to share them,
either on social media or with friends. However, people
may have concerns even when sending them to friends or
family members to check. Therefore, we explicitly asked
about requesters’ concerns of sending photos to an ally. Our
blind participants expressed that since ImageAlly allows
them to choose the photo and the people they trust to ask for
help, they were not concerned. For instance, R6 said “Now
I am confident of what I am going to share.”. Similarly, ally



Figure 1: System Usability Scale scores from requesters and allies showing that both blind participants and their allies had a
general positive attitude towards ImageAlly’s usability.

participants also reported no concerns seeing photos shared
by blind participants. However, in some cases, the relationship
might impact what photos a blind participant would share
with the allies. For example, when A9 was asked, if she had
any concerns seeing her mother’s private information in the
photos, she responded, "Not an issue so far. My dad is sighted
he also checks photos with her."

6.2 AI and Human-Generated Results
Our second research question focused on how the blind par-
ticipants perceive and use AI screening and human-processed
results. For example, what AI-generated information would be
useful for blind people to decide whether to share photos; and
how they interpret and use this different information (e.g., type
of objects identified, confidence scores of AI results).

6.2.1 Usage of AI-generated Results

Face Number Recognition. ImageAlly provides the
number of faces detected in the photo, a feature that most of
our blind participants found to be simple and effective. For
instance, R8 said that “When I take objects, I want to know if
there are faces I am not aware of, this is quite important.” R3
compared the simple face number recognition with SeeingAI’s
image exploration functions and thought such detailed and
thorough exploration of images in SeeingAI was not necessary
when they are taking and checking photos. R5 also pointed
out that when they are taking their own photos, they usually

“have a clue of what’s going on” in the photo, and thus simple
feedback such as the number of faces recognized is sufficient
and more efficient than more detailed descriptors.

Object Detection and Text Extraction. In our study, eight
out of 10 photos used by our blind participants had text-based
private or sensitive information such as names, addresses,
ID numbers (see table 2 in Appendix A.4 for details). All
blind participants found that text extraction was particularly
important when deciding whether to share photos. In practice,
AI-generated outputs have inevitable uncertainty. We were

interested in how blind participants would make sense of and
make use of the confidence scores of the privacy-relevant
AI-generated outputs. For example, how would a confidence
score of 50% versus 80% alter a blind user’s perception of
and trust in the output? We noticed several occasions in the
study where the confidence score of a certain object in the
blind participant’s own photos was low; when that happened,
we asked additional questions in the exit interviews about their
interpretations of those outputs. We found that while high
confidence scores on certain objects (e.g., text of addresses and
ID numbers) would unsurprisingly motivate blind people to
pay more attention to the photo and transfer the photos to their
allies, low confidence scores of any object might also have a
similar impact on our blind participants. For instance, R3 said
that “If the accuracy is low, it must be complex in the photos.
so I would need it (ImageAlly) even more.” In comparison,
R4 interpreted a low score as something unacceptable, “Low
score doesn’t make sense to me. They are not as helpful so
I would hesitate and even retake the photo before sending it
to friends.” Participants tend to believe that low confidence
scores often represent complex situations in photos and thus
they are more motivated to send requests to friends or family
members to process the photos. However, it is hard to define
a universal low-score threshold for everyone; standards may
from across individuals and contexts. While unpacking the
effects of confidence score beyond the scope of our research,
understanding uncertainty in AI-generated outputs for systems
like ImageAlly appears to be a ripe area for future research.

6.2.2 Usage of Friendsourcing Results

After allies finished editing the photos and sent them back
with descriptions, we asked requesters to read through the
descriptions and to go over the sharing function either directly
with contacts or on social media. Some participants reported
that they wanted additional information on the edited photos
that were returned, and they preferred to have a reconfirmation
of whether the photo had been processed in accordance with
their instructions. P5 wanted to have a binary checking result
like “privacy information cleared or not” using the same AI



algorithm to help them confirm that they can proceed with
sharing the photo. However, most participants also expressed
their trust in friends and family members and mentioned that
they were comfortable with it.

6.2.3 Factors Important for Deciding Whether to Share

We were also interested in what factors might be important
when blind participants decide whether to share a photo. Note
that because of our study setting (e.g., they already had some
idea about the content of the photos they brought to the study),
requesters were not making a real decision of whether to share
the edited photo or not. However, participants still provided
their preferences and thoughts about what factors would be
important to them in this decision-making process.

Text cues: The most common factor that has been brought
up by nearly all blind participants (9 out of 10) is text cues
extracted from photos. Obvious text cues related to personally
identifiable information and any number or ID would most
likely ring a bell to blind participants and block them from
sharing photos without first redacting this information with
the assistance of allies. Other types of text cues would also
trigger a similar reaction, including (1) extracted text that
doesn’t make sense (due to the imperfection of algorithms)
and (2) long texts that made blind participants realize it’s a
scanned document that contains lots of information.

Accuracy of screening results: As discussed earlier,
we discovered that although low confidence scores in
AI-generated outputs can cause confusion, these scores
also discourage blind participants from sharing photos and
motivate them to use ImageAlly to redact private information.

Description from allies: Allies provided descriptive texts
when they finished the requested task. Some blind requesters
reported that they wanted to communicate with their allies
again when they returned the edited photos. It was either
to confirm if the allies had processed some image element
specifically that allies didn’t specify in the description, or
to follow up the request and ask for additional assistance on
the same photo. Although blind requesters could source help
from the same ally using other social networking services
(like directly asking them using Messages or emails), they
mentioned that keeping all records on track within a single
app is preferred. Unclear or unexpected descriptions from
allies that require future attention would discourage our blind
participants from sharing photos.

6.3 Perceived Impact on Social Relationships
between Blind Individuals and Their Allies

Our third research question focuses on how the use of Im-
ageAlly might the social relationship between blind requesters
and their sighted allies. In the exit interview, we asked both user
groups about how regular use of a tool like ImageAlly might

affect their social relationship. Most participants felt that Im-
ageAlly would bring them closer to the other member of their
pair. This result is in line with prior work on assistive trans-
fer systems for solving CAPTCHAs [54], specifically, and for
friendsourcing requests generally [56]. For instance, A1 noted
that, as a sighted ally and friend, “I’d have peace of mind that
she is not posting anything personal.” R6 felt that ImageAlly
makes it more convenient for allies to help because they can do
the task remotely on their own devices rather than using blind
people’s devices: (“The good thing is that it comes to them”).
R5 mentioned that ImageAlly might afford sighted people bet-
ter awareness of the experiences of and challenges faced by
their blind family members or friends — e.g., the limitations of
image captioning systems, which blind people might rely on to
make sense of images. R5 added that transferring inaccessible
tasks to allies “enhances their relationship and builds a posi-
tive connection”. While friendsourcing requests in ImageAlly
were generally considered beneficial, some participants noted
that these requests should be made with good communication
and respect for allies’ time. For instance, R6 believed that such
requests “will be fine as long as we have good communica-
tion about doing things. I just need to be careful and not to
rush them.” This result is consistent with the findings from
prior work on the potential social costs of friendsourcing [14].
However, their reactions also implied that such social costs
could be managed with good communication and awareness
of boundaries and limits, echoing findings from prior work on
friendsourcing inaccessible CAPTCHA tasks [54].

6.4 Analysis of Ally’s Image Editing That Is
Inconsistent with Blind Users’ Preferences

Upon receiving an editing request with the blind participants’
edit preferences, the sighted ally blurred parts of the picture to
meet those preferences, and returned the edited picture and a
description of the edits back to the blind participant. However,
there could be inconsistencies between the blind participants’
preferences, the ally-processed pictures, and the sighted
allies’ descriptions. To assess the frequency with which these
inconsistencies might occur, we conducted a post-hoc analysis
comparing how well ally-edited images adhered to blind users’
stated preferences.

Among the 20 pictures, we found that six (four from
blind participants’ original pictures and two from researcher
“forwarded” pictures) had inconsistencies between blind par-
ticipants’ preferences and how sighted allies processed them
(see Table 3 in appendix). We further investigated whether the
AI screening algorithms we employed would produce different
results for the processed pictures than the original. This
differential provided another source of data to assess whether
the ally-edited images met the blind participants’ preferences.
Finally, we followed up with the blind participants in those
six cases on how they felt about the inconsistency.

In general, the AI screening algorithms successfully cap-



tured the changes between the original and edited pictures. For
example, the information on P7 and P8’s cash card and ID card
was mostly transcribed by optical character recognition algo-
rithms, which also accurately reflected the remaining informa-
tion in the processed pictures. The PIN number on P7’s card and
addresses (although detected in fragmented pieces) on P8’s ID
card were no long detected in the second-time screening results.
In other words, by re-screening ally-edited images, ImageAlly
could help blind users confirm whether the private content they
wanted to be redacted was effectively redacted by their allies.

In more carefully analyzing the six cases where we observed
an inconsistency between blind users’ preferences and how
allies edited a picture, we observed that a key reason for
these inconsistencies was that the blind participants and the
ally participants had different interpretations of the former’s
preferences. For instance, R8’s stated preference was to “blur
out personally identifiable information” (PII); to that end,
their ally blurred out R8’s home address but not other PII
(e.g., birth date, face) on the State ID card. PII can mean
different things to different people, so it is possible that R8’s
ally had a different interpretation of PII than R8. To simplify
the interface, ImageAlly currently offers only pre-defined
coarse-grained options for blind users to specify their edit
preferences (e.g., remove personal information). However, as
we saw in this case, these coarse-grained options may leave too
much open for interpretation and could cause inconsistencies
between blind users’ preferences and how their allies edit
their images. One way to help address this issue could be
encouraging blind users to provide more specific preferences.

To learn about how blind participants felt about these incon-
sistencies, we reached out to the blind participants R1, R5, R7,
and R8 (from the table above) months after the study. We gave
them the accurate descriptions of the processed pictures and
asked them whether these pictures met their original expecta-
tion and if not, how they felt about this inconsistency. The ac-
curate descriptions were generated objectively by researchers.
R1 and R5 expressed that they would not mind the difference.
R5 replied that “For me as long as there is some blurring on the
image, that is probably fine. It shows that I am trying to protect
my privacy, and usually my friends who see my postings would
appreciate that.” Here, R5 seemed to value more about others’
impression of her attitude towards and attempt in enhancing
privacy than the completeness of privacy protection.

In comparison, R7 expressed that he wished the sighted ally
could “have done a better job at blurring the texts,” and also
gave other suggestions on sending the preferences of what to
do with the pictures more efficiently. R7 said “I wish we could
just call them instead of using the App to send the message
(preferences in text), then they would probably know what
we are talking about.” Communicating nuanced preferences
through text instructions could be cumbersome; voice-based
communications such as phone calls may be more efficient,
higher-bandwidth forms of specifying edit preferences.
Therefore, complementary communication methods (e.g.,

voice calls) could be incorporated into the system to make the
communication of individual privacy preferences easier.

7 Discussion

In this section, we discuss design implications from user
behaviors and our human-AI system, as well as limitations
and future work of this work.

7.1 Design Implications
Using ImageAlly as a design probe, our results offer a set of de-
sign implications for future private visual content management
tools and assistive transfer systems for blind people.

7.1.1 Implications from User Behaviors

First, we discuss a set of implications drawn from our
participants’ user behaviors, including how they differed by
image sources or usage scenarios, how they made sense of
objects detected with low confidence scores, and how they had
different privacy preferences.

User behavior may differ depending on image sources
or use scenarios: Drawing on our findings where blind people
behaved differently when checking their own photos versus
others’ photos, future designers may consider their different
behaviors and design image exploring features accordingly.
Specifically, They tend to use full features of image exploration
when they are exploring other people’s photos. In contrast,
when checking on photos taken by themselves, they tend to
prefer simple descriptions for efficiency.

Object detection with low confidence score might still
have value: Blind people often rely much on text descriptions
to inform their decisions in sending photo-editing requests
and sharing photos. Drawing on our observations, when
privacy-related objects are detected by algorithms albeit with
low confidence scores, although it will make AI results less
credible for decision-making, blind people tend to be more
cautious and rely more on transferring the editing tasks, which
potentially leads them into paying more attention to private
content in their photos. Another related implication is that
providing explanations on why the score is low might improve
the user experience and give users more confidence when
deciding whether to share photos or not.

Individuals can have different privacy preferences:
Individuals can have different or even conflicting views on
what counts as private content. A profile image might be
private to some people but not to others. Moreover, views
on what is private and what is not might vary across sharing
contexts — for example, if one is attempting to share insurance
information with a health provider, then an ID card might be
an undue privacy risk. When transferring tasks, it is important
to communicate preferences of what private content is and
how that content should be processed. Future designs can



explore accessible ways for both parties to communicate and
confirm blind users’ privacy preferences.

7.1.2 Implications from ImageAlly System

Second, we discuss implications drawn from the ImageAlly
prototype system itself, including discussion on usage of
human-AI hybrid systems and potential customizable image
double-checking for image sense-making.

Using human-AI hybrid systems: AI-based image
exploration is often imperfect. Although recent advancement
in computer vision has made it much easier and more robust
to analyze images [32], it can still lead to confusion and thus
human assistance can be useful. In comparison, purely human-
based approaches to assist in visual tasks for blind people can
be robust and flexible but also slow and expensive [30], which
are hard to scale because of people’s availability and social
cost. Prior research has explored various ways of combining
AI and collective human intelligence to tackle accessibility
problems, such as using crowdsourcing and computer vision
to detect curb ramps [21] or designing crowd-AI cameras to
sense the physical world [18]. By exploring human-AI hybrid
system’s application to image privacy, our design probe also
shed light on future designs of assistive transfer systems for
blind people in managing private/sensitive visual content.
Such hybrid two-layer design can be extended to many other
scenarios when AI works at some level but is not perfect.

There is a spectrum of how much AI versus human work
should be in this workflow. At one end of the spectrum,
AI could do all the work and no humans will be involved.
While perfect AI prediction is unlikely in the near future,
this is theoretically possible. Previous research suggests that
people who are blind tend to have a similar or higher level of
privacy concern about sharing their visual content to visual
question-answering systems that are powered by humans than
powered by AI [45]. If the system completely relies on AI, it
is presumably faster and poses less interpersonal privacy risk
(since no human counterparties would see the pre-processed
image), but the prediction accuracy might not be perfect. At
the other end of the spectrum, only humans are involved and
there could be multiple human allies involved. Dividing the
image-editing task among many allies could reduce the inter-
personal privacy risk of crowdsourcing because no single ally
would see the entirety of the visual content. However, the task
speed would reduce because the completion would depend on
the schedule and work from multiple people. We view this AI
vs. human design decision as trade-offs between interpersonal
privacy, trust, and speed, which future research could explore
further. The current, hybrid human-AI design of ImageAlly is
already usable and effective, in practice, and is not contingent
on any future advances in AI or computer vision.

While our blind participants mentioned in the study that
ImageAlly gave them the ability to do things on their own
first, the assistive transfer system approach still relies on

the interdependence between blind participants and their
allies. Interdependence is considered valuable in assistive
technologies [8]. ImageAlly does not necessarily change the
fact that blind people might seek help from allies. Instead,
it provides an integrated way for blind people to transfer
the photo screening task with autonomy, and foreshadows
future research on improving the accessibility of screening
and editing photos for blind people when they have the needs.
However, social support is not always appropriate or desired,
and thus there are likely limits to its use, such as the social cost
of asking for help. While our results suggest that the usage of
ImageAlly could actually improve the social relationship be-
tween blind requesters and sighted allies, future research could
further examine the cost of social support in such systems.

Consider customizable image double-check: Some blind
participants wanted to be able to check the edited photos
after receiving them back from allies. Specifically, there
was a desire to compare the AI screening results before and
after their allies’ editing. This suggests the option of double
checking the ally edited photos and highlighting differences
before and after human editing. For instance, AI can be applied
again to the ally edited photos and can simply say for instance
“the human faces are no longer present.” Furthermore, another
implication we drew from participants’ responses is that there
is value in making the double check process customizable.
For example, requesters can set a rule like “Face on the right
side should not be detectable” and thus, both allies and the
algorithm would have a clear metric of what to detect and edit.

7.2 Limitations and Future Work

7.2.1 Limitation of The Lab Study

ImageAlly has some limitations when deployed in our lab
study. For example, we found that requesters felt the system did
not provide sufficient notifications to them when allies receive
the message and start working on it. Participants reported that
they prefer to have a way to know if their allies started pro-
cessing the photos so that they have a better sense of whether
to send requests to another ally. Another limitation was that
requesters need to select a contact to send the request. Partici-
pants wanted more flexible ways to select one or more contacts
when they needed to, like maintaining a commonly used friend
list. We also did not have a large sample size. It is challenging
to recruit blind participants, and it was more so in our study be-
cause every session requires a pair of a blind person and an ally.
However, our sample size is on par with other privacy/security
user studies focusing on blind people [7, 24, 54].

Another limitation stems from the controlled nature of our
lab study. We chose to conduct an exploratory lab study rather
than a field deployment because we were at an exploratory
stage of designing such hybrid human-AI system and we want
to obtain rich and qualitative data on users’ perceptions of and
reactions to ImageAlly as a probe. Also, field deployment is



more appropriate in a later stage of the iterative design process.
In the meantime, we also recognize that some study settings
like asking participants to imagine how ImageAlly would
affect their relationship are limited and can only be answered
in a lab study but in a field deployment. We consider this as
a promising future work. As a result, the images used in our
lab study are limited in representing the types of photos blind
people might share in real lives. Additionally, although we told
allies that requests from their blind friends or family members
may come at any time, and that they could do whatever they
pleased in the meanwhile rather than waiting for ImageAlly
requests, allies still put themselves in a lab study situation
and were always available when requesters sent requests.
However, in practice, allies might not always be available at
the time when blind people need help. However, compared
to prior work on transferring CAPTCHA tasks (which usually
expire in 2 minutes) [54], photo screening is often less urgent
and thus is an asynchronous task, which can also be sent to
more than one ally at the same time. This could help scale
ImageAlly since ally’s availability is less of a concern.

7.2.2 Limitations of The ImageAlly Prototype

ImageAlly was implemented as a proof-of-concept design
probe rather than as a full-fledged production-ready system,
and its current implementation is not bulletproof for privacy
and security. While blind participants were all comfortable
with choosing a trusted ally to deal with their photos, the system
might be exploited by malicious attackers. For example, since
requests were sent to allies using URLs via SMS text messages
(it will come from a phone number used by ImageAlly), it
might be intercepted by malicious third parties. In addition,
attackers might send malicious requests to unsuspecting allies
and get them to edit photos for free. Since ImageAlly was built
as a friendsourcing system, requesters and allies should already
have a trustworthy relationship. Several strategies could help
mitigate the above privacy/security risks, including, for ex-
ample, requiring registration and authentication on both sides,
building a trustable contact list (whitelist), setting request
quotas per day, and each party sending a separate confirmation
text message to the other party directly using their own phone
number. Apart from the security risks of using ImageAlly’s
transferring feature, there are also privacy and security impli-
cations of using 3rd party APIs. This risk could be mitigated
by avoiding using 3rd party commercial APIs and developing
proprietary machine learning models based on datasets like
VizWiz. These are implementation-specific trade-offs, and
not fundamental risks imposed by the system design.

Another limitation came from the fact that ImageAlly was
built on existing computer vision models to detect objects
in visual content. Although our intention was to provide
users with full agency and control of their own visual data by
listing all possible objects detected to empower their image
editing/sharing decision-making, existing object detection

algorithms can have false negative errors (e.g., a card on the
table was not detected because it was far away from the cam-
era). We consider such inaccuracies as motivations for future
AI solutions. Also, image analysis contains a variety of means
beyond what we proposed in section 4.1, we consider studying
what image analysis is necessary and efficient for blind users
to make sense of pictures as new challenges for future work.

7.2.3 Future Work

There are several areas of future work that this work opens.
One potential avenue is the exploration of the critical role that
allies play in our human-AI system. While our current research
scope focuses on blind users, It is necessary to study the overall
satisfaction of allies and how they are impacted with unin-
tended social tensions. We can also explore how such system
can encourage allies to engage in visual tasks related to blind
individuals’ privacy. Another potential direction is to use more
advanced computer vision techniques to better study the dy-
namics between human and machine intelligence with a more
robust and reliable system. Furthermore, future research can
also study additional use cases beyond sharing on social media,
as ImageAlly could be used in virtually any case where blind
users want to send or share visual content with another party
(e.g., uploading an image for registration or reimbursement).

8 Conclusion

To assist blind people in detecting and redacting private
content in photos that they might consider sharing online,
we designed and implemented a proof-of-concept probe —
ImageAlly. ImageAlly employs a hybrid human-AI workflow
that affords blind users AI-generated insights about potential
private content in images, and then facilitates the solicitation
of targeted editing assistance from trusted allies. Through
an exploratory lab study with recruited pairs of blind people
and their sighted allies, we found that both parties liked
ImageAlly. We also found that blind users preferred coarse,
minimal descriptors for their own photos (e.g., number of
faces detected) but more fine-grained descriptors on others’
photos from the AI-generated screening results. Furthermore,
our results suggest that use of assistive transfer systems like
ImageAlly has the potential to strengthen the relationship
between blind requesters and their sighted allies. ImageAlly
could also increase sighted allies’ awareness of the challenges
faced by their blind friends and family members.
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A Appendix

A.1 Non-Visual Interface Details

Figure 2: Workflow of ImageAlly: Blind users select or take
a picture from the App, uses AI to screen the photo, and read
through the results. Then they will be prompted to add a
preference of what to do with the photo and choose whether
to send it via SMS messages to sighted allies. If they choose
to send a request, allies will use an interactive image editing
tool to blur or crop out image parts and send it back with
descriptions of what they did. Blind people will then have the
option to share it with others or on social media.

A.1.1 Detection of the Quantity of Faces:

Whether the number of faces matches blind people’s own
expectation is an important measurement of whether the
image has unnecessary private or sensitive information. For
example, if a blind user is trying to take a selfie, a family photo,
or photos of scenery, they may have specific expectations of
how many faces should appear in the photo. If the number of
detected faces diverges from this expectation, the blind user
may elect for further screening and processing of the photo.

A.1.2 Detection of Related Objects:

State-of-the-art computer vision models can identify objects
in images and describe these objects in natural language. We
leverage commercial APIs [43] of state-of-the-art models to
provide both object category names and detection confidence

scores to help blind users decide whether to transfer the images
to human allies for additional processing. For example, if an
ID card is detected in the photo, ImageAlly will present the
user with a prompt akin to the following: “We have detected
the following objects in the picture, together with a percentage
number showing how confident we are for each detected object:
Text (72% sure), Card (81% sure).” Note that the categories are
provided by the Microsoft Azure Object Detection API [43]
and therefore we are unable to get a full category list of objects
to be detected. We consider this out of our scope because our
ImageAlly design is intended to be able to generalize for use
with other current and future improved object detection models.

A.1.3 Detection of Related Texts:

If text is detected, we then employ a commercial optical
character recognition (OCR) API [43] to extract the text and
present it to the user.

A.1.4 Automatic Captioning:

We also use commercial neural image captioning APIs to
generate a caption [43], along with an associated confidence
score, to help users generally and broadly understand the
broad strokes of what is captured in the image. An example
caption: “Additionally, we are 93.27% sure that this picture
can be generally described as: graphical user interface, text,
application, chat or text message.”

A.1.5 Detection of Adult Content:

Using Microsoft’s visual feature APIs [43], we also added
adult content detection.

Note that we are providing as many image analysis result
as possible for screening processes. With the development of
image analysis techniques, this subsection can go longer as
needed. We are using these detection categories to provide
as an example in designing ImageAlly probe. Furthermore,
the use of AI in ImageAlly is only to provide descriptions of
potentially private content. It is ultimately up to the blind user
to determine if they deem content to be private and so if it
should be edited or left alone.

A.2 Pilot Study

Prior to the main study, we conducted a series of pilot sessions
with seven blind participants to improve the workflow and
accessibility of ImageAlly. We conducted these pilots similar
to our full study with our ImageAlly prototype. Specifically,
we did four pilot study sessions with seven participants using
a task-based usability test.



Figure 3: Interfaces of ImageAlly. Left side, UI for blind users: (1) select or take an image, (2) Using images selected in Step
one, screen the image using AI algorithms (Note that the detected result of the ID card in Step one is considered as “text” and
“text-sign” (hand-written text sign) because the ID card mostly contained text. The detection result is limited to existing commercial
APIs, which will be discussed in section 7.2.2), and (3) set image editing preferences and then send a request to allies (The common
preference options listed here include blurring out the requester’s or everyone’s identifiable information or faces. Requesters
can also indicate their own preferences). (b) UI for allies: Description of the task, together with AI screening results and a text
input for describing their actions.

A.2.1 Pilot Study Method

The first session included one blind participant and one of our
researchers acted as the ally upon the participant’s consent. The
remaining three pilot sessions included one blind participant
and one of their sighted friends or family members as an ally.
We used our initial ImageAlly prototype as the apparatus for
the study, and prepared a image for the participants to use as the
material. The image was a mobile screenshot of a work group
chat, containing private information like co-workers’ names,
work content, and their profile avatar images. During each
study session, the participants were divided into two Zoom
breakout rooms so that they could focus on testing ImageAlly
without talking to each other and causing disturbance. First
the researchers introduced the study and the task, followed by
a series of interview questions about their previous experience
of receiving or providing visual assistance regarding photos.
Then researchers asked the participants to use ImageAlly to
process the prepared photo before they share it to a third party.
As the procedure of using ImageAlly in pilot study is identical
to the procedure of formal study evaluation, we present in Sec-
tion 5.3. We recorded and transcribed the data for each session.
Two researchers developed themes from the transcripts using
thematic analysis. Then researchers met online to discuss how
participants’ feedback informed improvement of ImageAlly
and iterated the system accordingly.

A.2.2 Pilot Study Results

Below we summarize what we learned from the pilot study
and the main changes we made accordingly to the system.

Improve interface accessibility. Pilot study participants
reported that ImageAlly’s interface could be made more acces-
sible. For example, participants mentioned that the navigation
inside the ImageAlly probe could be improved with heading
and page-based navigation. They also suggested using prompts
and confirmations more often when they or their allies finish a
certain step. Specifically, they wanted to receive notifications
when their allies received the request and started working on
it. Based on this feedback, we added heading navigation to
the prototype and added notifications using accessible pop-up
alerts each time a user completes a step.

Present AI results to allies. Participants also suggested that
their allies should view the same screening results from AI
as they themselves did. By presenting the AI results to allies,
they could understand what their blind friends are getting and
can then make better decisions when they edit the photos. For
example, there might be privacy-related content in the photo
that was not detected by AI, or inaccurate AI predicted results
that blind users obtain and use to make decisions. Therefore,
we present the AI results to allies when they receive the image
processing request.

Improve asynchronous communications. In our original
prototype, the communication happened in an unidirectional



way. Only blind people were able to articulate preferences
for what they like their ally to do with their photos. However,
participants suggested that allies should also be able to respond
with what they did to the photos. Based on this, we added a
bidirectional communication channel to allow allies to describe
the edits they made to blind requesters.

A.3 Participants Biographics
We provide participants’ biographics here in table 1.

A.4 Photos Used by Participants
We provide general descriptions of photos (table 2) that
contained (outdated) private information of blind participants.

A.5 Comparison Between Inconsistent Image
Editing

We provide a comprehensive analysis result of comparison
between inconsistent image editing results transferred back
from sighted allies here in table 3.

A.6 Pre-study Questions
A.6.1 Questions for Blind Requesters

• Do you take photos? When and how? What kind of
photos?

• Do you share your photos with others? When and how?
What kind of photos?

• Do you share your photos on social media? When and
how? What kind of photos?

• Do you edit your photos before you share? What do you
edit photos for and how do you do that?

• How do you decide what photos to share?

• What’s usually in the picture parts where you want to
edit? How do you usually do that?

A.6.2 Questions for Sighted Allies

• Did your friend/family member (blind or low vision) ever
consult you about photos they take? Like whether the
image contains the right content, whether the figure looks
good, whether there’s private information that should be
cropped out or blurred out?

• Do you have any concerns seeing their private informa-
tion in the photos if there’s any?

• What’s your preference for how to be contacted by the
requester? Like text messages, email, DMs from social
media App, etc.

A.7 Exit Interview Questions
A.7.1 Questions for Blind Requesters

• Please give us a general impression of the idea and process

• To recap the screening results, how do you interpret the
AI outputs? What’s useful? What’s not useful?

• What do you expect to see more in the AI result for better
decision-making on whether to share it to public?

• Have you tried other tools that help you recognize the
image contents? What kind of information helps you
decide whether there is private or sensitive information?

• How do you make use of the preference recording
function (step3)?

• How do you make use of the returned image from
friends? Do they meet your expectations?

• Would using this app influence your relationship with
[the other party]? How would it potentially affect the
relationship in any positive or negative way?

• Do you have any more suggestions?

• Please rate from 1-5 (strongly disagree to strongly agree)
for the following statements

– I think that I would like to use this system frequently.

– I found the system unnecessarily complex.

– I thought the system was easy to use.

– I think that I would need the support of a technical
person to be able to use this system.

– I found the various functions in this system were
well integrated.

– I thought there was too much inconsistency in this
system.

– I would imagine that most people would learn to
use this system very quickly.

– I found the system very cumbersome to use.

– I felt very confident using the system.

A.7.2 Questions for Sighted Allies

• Please give us a general impression of the idea and process

• How do you think about the instruction by the requester?
Is it helpful?

• How do you think about the image editing function?

• How do you think about using SMS text to transfer the
request?



Table 1: Blind participants’ demographics, including their age group, gender identity, self-described disability, their allies’ gender
and relationships (allies’ relationship to requesters).

Requester Age Gender Self-Described Disability Ally Ally Age Ally Gender Relationship
R1 35-44 Female Blind A1 35-44 Male Friend
R2 25-34 Female Blind A2 55-64 Female Mother
R3 25-34 Female Blind A3 25-34 Male Friend
R4 18-24 Male Blind and Hearing Impairments A4 18-24 Female Partner
R5 45-54 Female Blind A5 18-24 Female Daughter
R6 55-64 Female Blind and Hearing Impairments A6 55-64 Female Friend
R7 55-64 Male Blind A7 55-64 Female Sister
R8 35-44 Male Blind A8 35-44 Female Friend
R9 25-34 Male Blind A9 25-34 Female Friend
R10 18-24 Male Blind A10 18-24 Male Brother

Table 2: Photos created and used by blind participants
Participant ID Photo they chose
R1 A man in front of a birthday cake
R2 Mobile phone screenshot with server port and password
R3 Mobile phone screenshot with calendar invite and personal information
R4 Room surroundings
R5 Medical bottle with prescriptions
R6 Insurance document on the table
R7 Expired cash card on the table
R8 Expired state ID card on the table
R9 Transaction screenshot with transaction ID and part of bank account number
R10 ID card on the table

• How do you make use of the text input as a way to inform
requesters about what you edited?

• Do you have any more suggestions?

• Please rate from 1-5 (strongly disagree to strongly agree)
for the following statements

– I think that I would like to use this system frequently.

– I found the system unnecessarily complex.

– I thought the system was easy to use.

– I think that I would need the support of a technical
person to be able to use this system.

– I found the various functions in this system were
well integrated.

– I thought there was too much inconsistency in this
system.

– I would imagine that most people would learn to
use this system very quickly.

– I found the system very cumbersome to use.

– I felt very confident using the system.



PID Which
Picture

Criteria Description or Quote

R1 Original Picture Abstract A man smiling in front of a birthday cake with candles on it
Blind User Preference "Blur out the cake"
Processed Image The candles on the cake were blurred
Ally’s description "I blurred out the cake"
AI Screening Difference Candle is no longer detected in the processed image, but cake still is

R5 Original Picture Abstract A medicine bottle with prescriptions on it, including name, tablet size, prescription,
ID, and date

Blind User Preference "Blur out prescription information"
Processed Image The name, tablet size, ID and date were blurred, but the prescription including the

medical condition was not blurred
Ally’s description "I blurred out the prescription"
AI Screening Difference Texts are no longer detected in the processed image

R7 Original Picture Abstract A picture of a cash card’s back, including security information of card number and PIN
Blind User Preference "Blur out security information of this card"
Processed Image The PIN was blurred out, but the card number is not
Ally’s description "I erased the password"
AI Screening Difference Text changed from instructions and card number and password to instructions and

card number only
R8 Original Picture Abstract A state ID card’s front page, including name, date of birth, address, biometrics, and

face picture
Blind User Preference "Blur out personal identifiable information"
Processed Image The address was blurred out, but the rest of the information was not
Ally’s description "I blurred your address"
AI Screening Difference Text of address is no longer detected in the processed image

R4 Forwarded Picture Abstract Mobile screenshot of a work group chat history with co-workers’ names and profile
pictures

Blind User Preference "Blur out personal identifiable information"
Processed Image Only the names were blurred, the profile pictures still remain in sight
Ally’s description "I blurred their information"
AI Screening Difference Text of names were no longer detected

R6 Forwarded Picture Abstract Mobile screenshot of a work group chat history with co-workers’ names and profile
pictures

Blind User Preference "Blur out colleagues’ info"
Processed Image Only the profile pictures were blurred, the names still remain in sight
Ally’s description "I blurred out their faces"
AI Screening Difference Face number changed to 0

Table 3: Comparison between the pictures that contain inconsistent editing with ally processed pictures, including (1) what this
picture was about, (2) what was the blind participant’s preference for processing the picture, (3) what was the processed picture
like, (4) what was the described by allies, and (5) what were the differences between AI screening results for the two pictures.
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